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➢ It is a computational model designed to mimic the way the human brain processes 
information.

➢ It consists of interconnected layers of units (neurons), 
which work together to recognize patterns and make predictions.

➢  Neural networks are used in machine learning and AI for tasks like image 
recognition  and speech processing.  

1.1 What is a Neural Network?



1.1 Structure of a Neural Network

Neurons are the basic units of a neural network.



Input Layer
1. The green circles on the left represent the input 

layer. 
2. This layer receives the initial data. 

3. In this case, there are two input nodes, features x and 

y. 

Hidden Layers
1. The blue circles represent hidden layers. 
2. These layers process the input data through multiple 

neurons. 
3. Each neuron in a hidden layer is connected to every 

neuron in the previous layer (fully connected). 
4. The network shown has 3 hidden layers. 

Output Layer
The output layer produces the final result of the network’s 
computations, represented as uθ. This could be a 
classification label, a predicted value, etc. 

1.1 Structure of a Neural Network



1.2 Structure of a Neuron



Inputs
The neuron receives multiple inputs (x1, x2, ..., xn). 
Each input has an associated weight (w1, w2, ..., wn) 
that determines its influence on the neuron’s output.  

Weighted Sum and Bias
The neuron computes a weighted sum of the inputs, Σ
(xi*wi), and adds a bias term, b. This is a way of 
shifting the activation function,σ, to better fit the data. 
The network learns by adjusting the weights and 

biases associated with each neuron. 

Activation Function (σ)

Final Output
The final output of the neuron is σ(b + Σ(xi*wi)), which 
is then passed to neurons in the next layer. 

1.2 Structure of a Neuron
Neuron: The basic unit of a neural network. 



1.3 Activation Function
Role of Activation Function 

● a mathematical function 
● introduce non-linearity into the model 
● Transformation of the output of a neuron by applying a specific rule
● The network learns and models complex patterns in the data 

W = weight matrix
x = input (e.g., spatial/temporal coordinates) 
b = the bias vector
Activation function σ 

● σ --> allows complex patterns in the solution space, especially for non-linear 
PDEs

● Solving problems like image recognition & differential equation modeling 



1.3 Activation Function
● Common Functions: ReLU, tanh, and sigmoid

● tanh(x) is preferred for approximating continuous physical phenomena  



1.4 Loss Function
What is a Loss Function?

● Quantifies the difference between the predicted solution u(θ) and the expected 
solution (value compares with the true value) 

● considering both data and physics constraints  



1.4 Loss Function

ωdata  and ωPDE  weighting factors that balance the importance of the data loss and the PDE loss
 
● Data Loss LDATA:  how well the network's predictions fit the data (e.g., observed 

data points). 

● Physics Loss LPDE : Measures how well the predicted solution satisfies the 
underlying physical laws (e.g., PDE residuals).

Importance of Loss Function

● Lower loss -->  better solution, aligns with the observed data and physical behavior 

 



1.5 Optimization
Loss function and Activation Function together ensure that the optimization process can 
successfully find the best parameters θ.

Optimization is the process of adjusting the model’s parameters θ=(W,b) to minimize 
the total loss function. 

Role of Functions in Optimization: 

● Loss Function: Guides the optimization process by providing a measure of how 
close the model is to the desired outcome.

●  Activation Function: Affects how gradients (the rate of change of the loss 
function with respect to the parameters) are calculated during backpropagation. 
This, in turn, influences the optimizer’s effectiveness. 



1.6 Gradient Descent Algorithm

● Gradient descent algorithm 
computes the gradient of the loss 
function with respect to each 
weight, determining how much to 
change each weight to reduce the 
error.

● Each point on the surface 
corresponds to a set of weights, 
biases, and the height (z-axis) 
represents the error or loss for that 
parameter set.

● The goal of optimization is to find 
the global minimum, which is the 
lowest point on the surface (where 
the loss is minimized).

The 3D surface represents the loss function in 
an optimization problem.



1.7 Backpropagation

● The input data passes through the 
network, layer by layer, and an output is 
generated. This is the forward pass 
where the network makes a prediction 
based on the current weights.

● After the forward pass, the network 
calculates the loss or error.

 

● Backpropagation is the process of propagating this error backward 
through the network to update the weights



1.8 Loss Function Convergence

● As the training progresses (over epochs), both loss terms decrease, indicating 
that the model is learning both the data and the physical constraints effectively.



1.9 PINNS are mesh-free method!

● In conventional numerical methods, 
solving  PDEs requires creating a 
mesh/grid that divides the domain into 
small elements.
 

Problem: This can be computationally 
expensive, especially in higher 
dimensions or when dealing with complex 
geometries (like those found in fluid 
dynamics)

● Instead of relying on a predefined grid, PINNs operate directly on 
scattered points in space, such as collocation points (red dots) 
shown in the graph.



1.10 Be careful with the fitting!

● Underfitting: The model predictions (blue line) are far from the data points 
(orange), indicating poor learning.

● Just Right: The model fits the data well.

● Overfitting: The model is too complex and fits the noise in the data.



2.1 The Problem



2.2 Code



2.3 Results



2.3 Results



3. Conclusions
1. PINNs are easy to use → They naturally incorporate physical laws, 

reducing the need for extensive pre-processing of data.
2. PINNs can perform well with limited data, leveraging known physics to fill in 

gaps.
3. PINNs have the potential to bridge gaps between machine learning and 

traditional scientific fields, fostering new interdisciplinary approaches.
4. The main advantage of PINNs is its numerical simplicity. There is no need 

of discretization, like in a finite-difference method.
5. The training process can be long for some problems. The rules for the 

choice of the network architecture are not well determined. The accuracy is 
good but not as good compared to traditional schemes.
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